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Motivation:

➢ Problem: Panoramic images have severe distortion 

because of the large Field-of-View (FoV) gap when 

compared to standard pinhole cameras.

➢ Existing Methods’ Weakness: Specialized transformers 

designed for panoramic segmentation do not generalize well 

to different scenarios.

Main Contributions: 

➢ A New Framework: We introduce OmniSAM, which 

treats panoramic images as a sequence of image patches.

➢ Dynamic Pseudo-label Updating Mechanism: A general 

method that can accelerate the convergence speed of 

domain adaptation. 

➢ FoV-based Prototypical Adaptation (FPA) Module: A 

module ensures reliable patch-wise feature alignment 

between the source and target domains for our framework.
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