USClInstitute for I [: [:V ~ HONOLULU
Creative Téchnologies 0CT19-23, 2025 HAWAII

DiTaiListener: Controllable High Fidelity

Listener Video Generation with Diffusion
ICCV 2025

Maksim Siniukov* Di Chang* Minh Tran Hongkun Gong Ashtosh Mohammad
Chaubey Soleymani



https://docs.google.com/file/d/1lrGoiycx_d9LivRy9uYFIafC86VC2Z8c/preview
https://docs.google.com/file/d/1lq2DihjKaIq1E0q-SKxdpslGF9bkngfl/preview
https://docs.google.com/file/d/1vogBjiN8S-8_p9ZKvPJsCBvByaOlNEKc/preview
https://docs.google.com/file/d/1Mia61gv9lIV2gdouQekNF7uUjpelz4gt/preview

| | | ICC s i
Listener Behavior Generation

Generate listener response given speaker's cues: head
motions, facial expression, voice
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Background & Challenges

Existing listener generation methods:

rely on low-dimensional motion codes (3DMMs) with
limited expressiveness and visual realism

work on short clips, causing fragmented transitions and
poor long-term coherence

often lack temporal causality between cues and
reactions
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Results. Qualitative Comparison
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Results. Qualitative Comparison
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Results. Long video generation
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Results. Long video generation

Framet — Frame t+1 Framet — Frame t+1

Framet — Framet+1
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Results. Quantitative Comparison

RealTalk Dataset

Method FID, FVD|, LPIPS, PSNR{ SSIM?
RLHG [71] 30.55 217.48  0.41 1723 0.53
L2L [39] 56.43 522.67  0.46 1649  0.53
DIM [56] 30.75 20449  0.40 1774 0.54

w/o Text-Control 8.05  49.88 0.27 18.70 0.59
w/o CTM-Adapter 8.16  45.62 0.27 18.60 0.55
DiTaiListener 799 4542 0.26 18.73 0.60
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Quantitative Comparison in 3DMM-space

VICO Dataset

FD| P-FD| MSE| SIDt Var{

Method

Exp Pose Exp Pose Exp Pose Exp Pose Exp Pose
RLHG [81] 69.04 0.05 69.09 0.06 137 0.01 035 323 0.14 0.01
L2L [40] 72.89 0.10 7294 0.10 144 0.02 0.10 242 0.07 0.01
DIM [56] 7797 0.15 7870 0.15 152 0.02 349 329 0.74 0.01
GT - - - - - - 513 395 1.36 0.02
w/o Text-Control 1562 0.02 1635 0.02 067 0.01 501 394 130 0.01
w/o CTM-Adapter _15.10 002 1582 0.02 066 0.01 511 398 130 0.01
DiTaiListener 14.28 0.02 15.07 0.02 j0.65 0.01 5.09 395 131 0.01
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Results. User Study

User study. We ask the participants to choose the
best video among all methods

Method Feedback! Diversity Smoothnesst Overallf
ELP [49] 2.93% 4.04% 5.65% 4.21%
RLHG [81] 10.45% 12.14% 13.00% 11.86%
L2L [39] 4.20% 6.06% 10.95% 7.07%
DIM [56] 10.25% 12.12% 16.11% 12.83%
Ours 72.17 % 65.64 % 54.29 % | 64.03 % |
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Results. Out-of-domain generation
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Results. Text-Conditioned Listener Generation
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Speaker happy, looking down, relaxed demeanor, upturned
broad smile gaze moving showing agreement eyebrows

downcast eyes, neutral surprised subtle smile wide smile,
slight downturn mouth facial expression amusement
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Summary

Introduced pixel-space video diffusion model for listener response
generation, achieving 73.8% improvement in photorealism

Proposed DiTailistener-Edit: coherent long video generation method

Introduced Causal Temporal Multimodal Adapter (CTMAdapter) for
diffusion transformer that allows controllable face video generation
and aligns listener responses with speaker cues

Demonstrated the potential of video generation methods for socially
intelligent, coordinated, and controlled face and head gestures

Allowed free-form text control to guide the listener’s behaviors
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