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Worst-case vs. Probabilistic Robustness
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Definition 1 (Probabilistic Robustness) For a DL classi-
X fier fo that takes input @ and returns a prediction label, the
PR of an input x in a norm ball of radius -y is:

% PR(z,7) = Espr(|z) [ {fo(a+5)=y} (2 + 8)];
l8ll<

X where Is(x) is an indicator function—it is equal to | when
S is true and 0 otherwise; Pr(-) is the local distribution
Inside the specified of inputs representing how perturbations § are generated,

: norm-ball with a hich is isely the “input model” used by [59, 72].
Inside the specified norm-ball with a radius #hm # 0+ ) radius of y, what is WIICT IS precisely ine — inpui my; used by [ ]
23 -0 Lt Cast '
of y, what is the maximum loss of AE? S5~Pr() the proportion of AEs?
(a) (b)
A ClassA % ClassB . Adversarial Example (AE) % Non-AE
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Loss landscape

Case 1:

AT-WCR: Find the AE

AT-PR: Find the AE on the widest
peak covering the greatest AE

Loss 4 - . Loss 4 P imi Loss 4
“tall & tight” vs “short & wide” with the maximized loss . e
and add it in AT, reducing pr(cj)po.rtlonharldhadd g m_';‘T’” K
the “tall & tight” peak. reducing the “short & wide” peak.
AE \\
Non-AE \\
Local \ Local
x—v x x +y norm-ball x—y x X +y norm-ball x—y x x +y norm-ball
In this case, the AE with the
Case 2: s :
Loss 4 ol & Wida” G SHErE B tERE” Loss 4 maximized loss occurs at the widest
g peak, so both AT-WCR and AT-PR /(,\ Loss landiseape before AT
will include the same AE in AT. f
AE a In,’ \ Loss landscape after AT
........................................................... [ ‘:..................... .- Decision boundary
A
Non-AE [ <4  AEusedin AT
/ \
_ Local \ . Local l Loss reduced direction in AT
x—y x X+ ¥ norm-ball x—y x X +y norm-ball

» Two cases of the local loss landscape and their AEs identified by AT-WCR and AT-PR for AT.
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Algorithms of AT-PR

Definition 2 (AT for PR) For a DL model [g, trained on a dataset D consisting of pairs
(x,y), the objective of AT-PR can be formulated as:

min E - max k
o @D e PR 8 k) =0

The intuition behind the maximization is to find an optimal §* that produces an AE x' =
x + 6* and to maximize the radius k of a smaller norm-ball centered on x' such that the PR

within this k-sized norm-ball is 0O (i.e., all inputs within this smaller norm-ball are AEs).
Step 1: Apply PGD in different regions of

Loss 4 & and k are the variables in the the norm-ball to get a set of diverse AEs
inner max optimisation; at different local optimal points x;.
6" and k" are the optimal solution. Step 2: Perform gradient descent search from
each x; until the nearest decision boundary.
Loss
Step 3: Calculate d; and
return the x/ associated
....................... e with the largest d;.
Non-AE
:Local tscat
x—y x X X + ¥ norm-ball x| X X norm-ball
Ilustration of the new inner-max optimization in Def 2. Ilustration of the 3 main steps of Algorithm. 1.

Algorithm 1 PGD and gradient-based search for x,

Require: Inputs [ X, Y], NV, tnin: Crmazs SLCPin s SLED a0
1: Initialize AE, + [] ©> Initialize AE candidate set
2: Apply PGD to get different AE candidates
3: for idx = 0 to N do

4 Einit & + Uniform(—, )

5: v +— Uniform(min, ®maz)

6 sleps +— Urlifﬂrm(.‘;k:;um‘-‘,” .s‘ll:pnmz)
7 el pgd(Einie. y, 7, @, steps)

8 Append xf to AL,
9: end for
Require: AL,z y, C
10: Initialize Max_d + 0; ), + None
11: for each ' € AL, do

12: &=z

13: while iler < C do

14: y' = [(¥)

15: if i/ = y then

16: break & Exit if & is classified correctly
17: end if

18 g+ Vil (&, y) = Compute gradient
19: E=F—@-g - Update &
200 end while

21: d + D(&,z) & Distance between & & =’
22: if d > Max_d then

23: x, =a'

24: Maz.d=d

25: end if

26: end for

27: Qutput &, Farthest AE from decision boundary.
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Experiment of AT-PR

Table 1. Evaluation results of DL models trained with different AT sch showi dard y. ad: ial y (i i Table 3. Comparison of PR(-, 7) and training time (sec/epoch) for more recent AT methods (TRADES, MART, ALP, CLP) and Fast-AT-PR
WCR: PGD-10, C&W-10), and PR estimated (mean + std) for four norm-| hall sizes 'y All results are calv.ulaled over the test datasets.

Data | Model | Metric A% Scheins
Dataset Model ATScheme [ Accu. % [ PGD Ac. % [ CW Ac. % [ PR(0.05) PR(-.0.12) % m( 0.15) % PGD TRADES MART ALP CLP Fast-AT-PR ATPR
WO AT 9496 0.02 051 X 53.41 £ 40,76 PR(-,0.08)% | 97.28 £ 13.20 97.74 £ 1242 974 £ 13.7 9673 £ 159 07.61 £ 13.06 9812 £ 11.52 08.22 + 10.38
ResNet-18 | AT-WCR(FGSM) | 886 0.09 0.09 3 | 80.42 4 31.81 2 | PR(-0.10)% | 95.77 + 17.07 959241743 95.16+19.53 962941666 97.1+1431 97.28+13.16
AT-WC;';";’Gvb 8(’)“” :&g; :;7‘;: iiﬂzillo;’ ':';7-7278: 17::‘7 ;;1&:5:-; s ;. PR(-,0.12)% | 94.10 + 20.20 + ¢ +23.08 04.51+2028 954417.90 96,05+ 16.18
AT- 3 39 39.4 . 05 : . 5 26.5 5.7 .9 - 28.1¢ 2 X 3.5 2
CIFAR-10 o S el s T e s s : % r:'(m(:\lk.‘)::n xn.n;zn. 53 m.n:l 2570 4:2(:,.)! xn.m;‘zu.n m.m.(:zf.'n 92.71;721. Z] es.zllgdzha'r
WRN.S0.2 | ATWCR(FGSM) ozn: 0.08 0.04 os.m‘n:.sz 91942025 | 866742598 7::.19::1.1 o~ PR(-0.08)% | 9786 £ 1261 0765 13.14 O7A0 £ 1361 07751243 O7TA0 £ 1301 0796 £ 1052 08.00 F 10.81
ATA\Y\?:-(:’ s :;:; ::52; :::1; ;:*:ﬂ;:: :(:*:1—;4\ 9:&33: *nl:i;: 33'272:';; £ g PR(-0.10)% | 97.08+ 1454 9614+ 1670 9615+ 1678 96.42+16.11 9620+ 17.58 97.22+1296 97.33+13.03
IO 255 o =5 “m; e Bn] : T 23;2‘; =1 s = 2| PR(,012)% M33+ 2041 04414£20.37 90642001 9495+ 1988 96.22+1562 9622+ 1558
ATWCR(FGSM) | 67.80 it vse | Bsooxsiar | mrossron| @ ws oS | g | Pr(.005)% 026242287 OLO1£2579 911142565 912242570 O1AS£2560 9474+1988 03.56 2080
ResNet-18 " = ey p or 4 48 = Time (s/ep.) 131 105 n 155 157 229 305
AT-WCR(PGD) | 5285 19.93 19.51 95441815 | 92742272 | 88.98 +28.19 | B0.47 4 36.4 (_‘PTq = T ; 2 e T T -
AR 100 AT-PR 5321 19.38 1839 | 975901296 | 959611662 | 931542177 | $7.38129.63 R Pktz(l.lm)’b HA0ET8 15 BZET 955 EISTT 0620 £ 1607 96161 :, W ETIAE 9769 £ 1296
WIO AT 7546 049 045 SITTE4054 | 37.96139.23 | 283313672 | 19.1143197 Z | PR(-010)% | 92.70 £ 2272 92.09 + M40 £2008 9381 + 95.96 + 16.62
WRN.50.2 | AT-WCR(FGSM) | 73.17 0.29 0.1 85.6842745 | 766243389 | 66373866 | 520414142 2 PR(-,0.12)% 830842819 67.80:+ 20.80 920542412 91.054-25.86 246 2 2177
AT-WCR(PGD) 57.46 2317 225 953141738 92042379 88.14429.15 80.67436.21 A PR(-,0.15)% | 80.47 4+ 36.40 79.20 & 37.73 B5.89 4 31.65 8497 £33.00 8587 + 31 ‘)') B7.38 + 29.63
AT-PR 59.46 2206 2159 | 960551617 | 937242047 | $9.48:2687 | $16+34.86 8 2 | Time (sfep.) 55 61 o 65 97 180
WiO AT 9396 0.08 012 9701 1 9.66 | 9563 £ 1198 | 93.74 & 1448 | 90.12 & 18.40 o PR(-,0.08)% | 95.31 £ 17.38 9524 + 18.61 9531 £ 17.79 9529+ 17.70 9652 £ 1511  96.05 £ 16.17
ResNet-1§ | AT-WCR(EGSM) | 9349 468 532 9879 £7.06 | 98424770 | 9786 £ 867 | 96.57 £10.78 = 9| PR(,0.10)% | 9200+23.79  92.30 + 23.61 923642319 91.79+2387 934942093 93.72+ 2047
AT-WCR(PGD) | 8921 457 4370 | 98964585 | 9850740 | 97.72+961 | 9541+ 1441 3} % | PR(-,0.12)% | 88.14+29.15 88.65+28.46 88. xx +2865 88512822 875442092 S882+28.38 89.48+ 2687
AT-PR 90.29 4581 4221 99.12 4 5.15 | 98.87 4593 | 98544684 | 97.84 £ 8.60 z PR(-,0.15)% | 80.67 + 36.21 R0.35+ 3651 S80.79+36.01 80.37 +36.86 79.71 £36.76 81.02+37.09 81.60+ 34.86
SYHK WO AT 931 7 T35 9660 £ 1036 | 0477 £ 1301 | 9240 F 1587 | g s
: . - : X : - - - : ime (/ep.) 131 102 70 155 156 225 312
WRN-50-2 | ATWCR(FGSM) | 94.31 8.13 8.54 98.34+£749 | 07.71 £839 | 9680+£9.69 | 95124 12.06 PR(-0.08)% | 98.96 £ 585 99.03+576 O800+6.15 99.05£573 091215633 O800+597 99.12+5.15
AT-WCR(PGD) | 8891 5499 50.58 MT2E6H | MB2BLTGE | 91764895 | 9677+ 1118 = | PR(-0.10)% | 98.50+7.40 OSAG+827 98314820 08634715 98604721 98534721  98.87+5903
&‘;')"fT Z;ZZ 5;'62 ‘;;" m ; ’;:f 7’;‘;‘5"; ;’7'5‘;; :‘7"’72; :;'; :"I‘;:' i :f;: 3 PR(,0.1% | 0724061 OTI0LIL0S OTI0LI OT85L013 OTELOTS  LIILSI0 98544684
ey | ATWCREGSM) | 481 P 301 Boiaksr | BB atos | siis L3074 | e0aiss9 3 P':L:(:J') :, 95.-11;81-1.41 5!1.15;61051 9412 4+ 16.65 .:5.51;] 14.10 m.sm; 15.00 u7.mljluw.=. 97,&:(;8.50
. ATWCR(PGD) | 4743 213 1931 | 96324 17.01 | 93794221 | 90.16 £ 27.76 | 82.46 + 3597 z R I;P;b WELEH R L6 T T B TR 1T
o AT-PR 51.61 211 1989 | 9823 4 1006 | 96.1 4 17.84 | 9312 42332 | 86.65 4 32.26 = & (+,0.08) b o e SRS PO b b =
T WIO AT 6166 00 00 W9 LI3 | B2LI60 | 66951942 | 537 LALT 0 | i [ER0100% [iogoad 98.11 + 8.66 ottt ol ol SO ot T Mt e
ResNew34 | AFWCR(EGSM) | 57 0.13 002 | 9067 £2392 | 8581 £295 | 80.57 43413 | 70.22 + 39.36 = ﬁ('-ﬂ-mlﬁ 9776895 97.26+10.89 9. OLSGABE5: 96.98:1113. OT.Y9:BA2 97724919
ATLWCR(PGD) | 4933 2097 1958 | 9545+ 18.55 | 93.08 £ 2348 | 89.85+ 283 | 83.53 4 34.99 z (-~ 0.15)% | 96.77 £ 1118 9520+ 1481 95454+ 14.72 95674 1432 M74+1537 9694+ 980  96.26+ 12.35
AT-PR 53.98 2172 2095 | 9671+ 1574 | 9502 £ 19.89 | 92542387 | 8623+ 3229 = Time (s/ep.) 190 146 102 23 225 321 420
- . s . A : S 2 Key Conclusions:
Table 2. ViT models trained on CIFAR-10 with TRADES and AT-PR, sh 8 dard accuracy, ad | accuracy (ind: g WCR:
PGD, C&W, AA), and PR estimated (mean = std) for four norm-ball sizes . . . . I )
* Table 1. AT-PR achieves larger improvements in PR compared to AT-WCR, while incurring
Dataset | Model | AT Scheme | Accu. % | PGD-20. % | CW-20. % | AA.% | PR(,0.08) % | PR(~0.1)% | PR(-.0.12) % | PR(-,0.15) % . . er 3 alizati
b | TRADES | 7 | @ w1 BT s | 720 | sivaaTa a smaller trade-off in model generalization.
+AT- K L 5.95 5. . .16 -+ 20.5 . . o . . o
R0 | ves TRADES | 81.03 | 20.96 4814 4740 | 0693+ 11.00 | 9548+ 18.4 | 93.68 £ 21.62 | 90.06 + 26.81 * Table 2. Combmmg AT-PR with TRADES improves both clean accuracy and PR on ViT.
. +AT-PR £3.29 50.44 4820 | 47.34 | 9776+ 1189 | 96.03 + 16.46 | 93.95 + 20.69 | 90.48 + 26.19
vitB | TRADES [ 8333 S 50541 856 | 9734+ 5T | 95871699 | W.18EZLI7 [ 0.7 £ 25.88 » Table 3. AT-PR is compared with four advanced AT methods (TRADES, MART, ALP, and
+AT-PR $6.03 52.94 5124 | 4934 | 9794 118 | 9649 4152 | 94.44 4 19.62 | 9102 + 2527

CLP), as well as with Fast-AT-PR (where PGD is replaced with Fast-AT.
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Thank you...

Yi Zhang
Yi.Zhang.16@warwick.ac.uk
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