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Figure 1. Direct alignment of point clouds with CLIP’s text fea-
tures proves challenging due to the inherent domain gap. (a) While
projecting depth maps to leverage 2D priors can bring point cloud
and text features closer, discrepancies between the depth map and
CLIP’s input space impede effective alignment. (b) In contrast,
through 2D-3D rectification, point clouds are enriched with hi-
erarchical 2D information derived from CLIP, facilitating a more
precise alignment with text features.
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Experiment

Table 1. Quantitative comparison under cross-domain settings. The best and second-best results are bolded and underlined, respectively.

Task ShapeNet — CO3D ModelNet — ScanObjectNN ShapeNet — ScanObjectNN
Method 39 44 49 54 59 64 69 T4 79 8 89 A JAAT 26 30 34 37 A JAAT 4 49 54 59 A, AAT
FT 810 202 23 17 08 1.0 10 13 09 05 16 593 102 | 884 64 60 19 558 257|814 387 40 09 732 313
Joint 810 795 783 752 751 748 723 713 70.0 688 673 1.8 740 | 884 79.7 740 712 69 783 | 814 B25 798 787 20 80.6
LwF [19] 810 574 193 23 10 09 08 13 11 08 19 504 153 | 884 358 58 25 667 331|814 479 140 59 56.6 373
IL2M [3] 810 456 36.8 351 31.8 333 34.0 31.5 306 323 30.0 10.7 384 | 884 582 529 520 150 629 | 814 53.2 439 458 188 56.1
ScalL [4] 81.0 50.1 457 39.1 39.0 37.9 38.0 36.0 33.7 330 352 85 426 | 884 565 559 529 142 634 | 814 49.0 467 400 19.6 54.3
EEIL [5] 810 752 693 63.2 60.5 579 53.0 519 513 478 476 5.1 599 | 884 70.2 61.0 56.8 135 69.1 | 814 745 698 634 B0 723
FACT [44] 8l4 760 703 68.1 65.8 63.5 63.0 60.1 58.2 57.5 559 37 654 | 89.1 725 683 635 105 734 | 823 746 699 668 6.7 734
Sem-aware [£] 806 695 665 629 632 63.0 61.2 583 58.1 572 552 37 632 | 885 739 67.7 642 100 736 | 81.3 70.6 652 629 81 700
Microshape [10] | 826 779 739 727 67.7 66.2 654 634 60.6 58.1 57.1 36 678|893 732 684 651 98 740 | 825 748 712 67.1 6.6 739
FILP-3D [36] 014 80.7 80.6 76.2 75.7 682 66.8 629 59.1 602 57.1 49 708 | 93.6 850 78.1 741 7.5 827|923 87.3 83.8 824 3.7 86.5
C3PR [7] 836 800 778 754 728 723 703 67.9 649 64.1 63.2 28 720 | 83 757 706 678 83 756 | 845 TI8 755 719 52 7Ti4
Ours 914 898 86.8 843 80.3 784 749 717 713 69.0 66.3 32 786 | 933 888 813 749 7.0 84.6 | 92.4 90.0 87.0 84.0 3.1 884

Table 2. Quantitative comparison under within-domain settings. The best and second best results are bolded and underlined, respectively.

Task ShapeNet — ShapeNet ModelNet — ModelNet

Method 25 30 35 40 45 50 55 Aaxl AA1 20 25 30 35 40 Ayl AAT
FT 870 2579 68 13 B9 06 04 537 175 | 89% 97 43 33 30 443 228
Joint 87.0 852 843 830 825 82 813 1.1 836 898 882 870 835 805 27 858
LwF [19] 87.0 60.8 335 159 38 3.1 18 4.0 294 898 360 91 36 31 522 283
IL2M [3] 87.0 58.6 457 407 50.1 494 493 150 544 898 655 584 523 536 127 639
ScalL [4] 87.0 56.6 518 443 503 463 454 13.6 545 898 668 645 587 565 104 673
EEIL [5] 870 717 732 693 664 659 658 45 722 898 154 612 60.1 556 112 69.6
FACT [44] 875 753 714 699 675 657 625 54 714 904 813 771 735 650 79 715
Sem-aware [ 8] 872 749 681 690 681 669 638 54 711 913 822 743 700 647 82 765
Microshape [10] | 87.6 83.2 815 790 76.8 735 726 3.1 792 936 83.1 782 758 67.1 79 796
PR 7] 880 816 778 767 769 762 747 27 T88 916 823 758 722 709 62 786
Ours 91.6 88.1 873 863 870 865 864 12 876 950 848 810 722 659 87 798
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Table 3. Ablation studies on each module of our proposed framework on ShapeNet—CO3D.

Variants | SAGR TAM BND | 39 44 49 54 S9 64 69 74 79 8 89 | AAt PD(%) Ay |
Baseline 012 88.1 855 813 762 728 656 628 621 582 519|723 63 54
Vi 7 913 888 848 8.0 781 742 695 651 646 612 577 | 743 43 45
V2 v 913 888 851 817 761 723 69.1 639 627 57.0 538|729 57 5.1
V3 / | 914 888 858 815 776 746 686 659 647 599 582 | 743 43 44
V4 / v/ | 914 887 863 821 781 749 699 668 659 62.1 598 | 751 35 4.1
V5 I /Y | 913 872 864 815 788 750 725 675 694 665 640 | 764 22 4.0
V6 v / 912 889 847 812 775 747 708 679 672 63.1 60.1 | 753 33 4.1
Full 7 7 /Y | 914 898 868 84.3 80.3 784 749 717 713 69.0 663 | 786 - 33
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Figure 5. T-SNE visualizations before and after employing
CMGR. (a) Relying solely on unrectified 3D features leads to
sparse intra-class distributions and unclear inter-class boundaries,
while (b) incorporating geomeltric rectification significantly en-
hances the compactness and discriminability of the feature space.
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Figure 6. Point cloud attentions before and after geometric rectifi-
cation, the red regions have higher attention weights compared to
the blue regions.
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